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Consumer data notebook

Exploratory analysis.

From the exploratory analysis I found a Iot of f|n g
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Featuring ingeneering
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Unbalanced class and setting simple models.

The classes for dispute are unbalanced, most of the d'a'
non-disputes. This is an issue for the models because
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reach high accuracy if the models are good.pi
dispute, but from a business 'perspe ctivesisis
find when a dispute will start. *
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Optimizing with grid search notebook. .
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I removed some of the group by categories to add,}rﬁndre":t es. 1
the models, now I have 283 features. I used °.~ earch to |
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models got‘a gap n the trai mg score and validation score,

with tramm’g«store bemg hlgher this means models are overfitting.
The overfit is reduced when 20-25% of the data is used to training and
the other is set to the validation set.



Insights notebook

I used eli5 to perform Permutacion Importance.
Permutacion importance returns the weight p,t
is how the accuracy changes when the,'valu L ,cw
When negative weights are got; that:m eans.t
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